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Attempted Audio Deepfake Call
Targets LastPass Employee
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Deepfake technology, which uses Al to create fabricated
audio/visual recordings, has become more accessible and
1s being used for fraud and disinformation campaigns.
This includes cases of deepfake audio being used to
1mpersonate company executives and trick employees 1nto

transferring funds.

LastPass recently experienced an attempted deepfake
attack, where an employee received calls, texts, and a
voicemail from a threat actor impersonating the LastPass
CEO using deepfake audio. The employee recognized the
signs of a social engineering attempt and reported it to

the security team.

While there was no impact to LastPass, the company 1is
sharing this incident to raise awareness that deepfake
attacks are becoming more common, even targeting private
companies, and organizations should verify suspicious

contacts through established internal channels. 1]
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Social Engineering Attacks Targeting IT Help Desks in the Health Sector

Executive Summary

HC3 has recently observed threat actors employing advanced social engineering tactics to target IT help
desks in the health sector and gain initial access to target organizations. In general, threat actors continue
to evolve their tactics, techniques, and procedures (TTPs) to achieve their goals. HC3 recommends various
mitigations outlined in this alert, which involve user awareness training, as well as policies and procedures
for increased security for identity verification with help desk requests.

Report

Social engineering is being used across the Healthcare and Public Health (HPH) sector to gain
unauthorized access to systems. Threat actors are employing sophisticated social engineering techniques
to target an organization’s IT help desk with phone calls from an area code local to the target organization,
claiming to be an employee in a financial role (specifically in revenue cycle or administrator roles). The
threat actor is able to provide the required sensitive information for identity verification, including the last
four digits of the target employee’s social security number (SSN) and corporate ID number, along with
other demographic details. These details were likely obtained from professional networking sites and other
publicly available information sources, such as previous data breaches. The threat actor claimed that their
phone was broken, and therefore could not log in or receive MFA tokens. The threat actor then
successfully convinced the IT help desk to enroll a new device in multi-factor authentication (MFA) to gain
access to corporate resources.

After gaining access, the threat actor specifically targeted login information related to payer websites,
where they then submitted a form to make ACH changes for payer accounts. Once access has been gained
to employee email accounts, they sent instructions to payment processors to divert legitimate payments to
attacker-controlled U.S. bank accounts. The funds were then transferred to overseas accounts. During the
malicious campaign, the threat actor also registered a domain with a single letter variation of the target
organization and created an account impersonating the target organization’s Chief Financial Officer (CFO).

Analysis

There was a recent high profile incident leveraging these social engineering techniques to target an
organization in the hospitality and entertainment industry in September 2023. While the threat actor
Scattered Spider (also known as UNC3944) claimed responsibility for this attack, which led to the
deployment of ALPHV (also known as BlackCat) ransomware, there is currently no public attribution for the
incident in the health sector.

While these recent campaigns in the health sector did not involve ransomware, both of these incidents did
leverage spearphishing voice techniques and impersonation of employees with specific access related to
the threat actors’ end goals. Spearphishing voice (T1566.004) is a specific variant of spearphishing. It is
different from other forms of spearphishing in that it employs the use of manipulating a user into providing
access to systems through a phone call or other forms of voice communications. Spearphishing frequently
involves social engineering techniques, such as posing as a trusted source (impersonation) and/or
creating a sense of urgency or alarm for the recipient.

It is important to note that threat actors may also attempt to leverage Al voice impersonation techniques to
social engineer targets, making remote identity verification increasingly difficult with these technological

[TLP:CLEAR, ID#202404031000, Page 1 of 4]
U.S. Department of Health and Human Sejgs
Health Sector Cybersecurity Coordination
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Countering Al-driven
cvberattacks with Al-
driven cybersecurity

BY RUPAL HOLLENBECK
December 29, 2023 at 2:00 PM EST <

Al is already changing the way we interact with technology, but it can be challenging to identify where it can have the most
impact.
GETTY IMAGES

Artificial intelligence is already changing the way we interact with technology. But it can be
challenging to identify where it can have the most impact operationally. Use cases for Al are
broad but work best when applied to specific tasks as a force multiplier for human teams. For
many organizations, one of the most impactful AI investments they make will be in cybersecurity.

Cyberattacks are among the biggest risks for a modern organization of any size. Our research has
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Deploying Al Systems Securely

Best Practices for Deploying Secure and Resilient Al Systems

Executive summary

Deploying artificial intelligence (Al) systems securely requires careful setup and
configuration that depends on the complexity of the Al system, the resources required
(e.g., funding, technical expertise), and the infrastructure used (i.e., on premises, cloud,
or hybrid). This report expands upon the ‘secure deployment’ and ‘secure operation and

maintenance’ sections of the Guidelines for secure Al system development and
incorporates mitigation considerations from Engaging with Artificial Intelligence (Al). It is

for organizations deploying and operating Al systems designed and developed by
another entity. The best practices may not be applicable to all environments, so the
mitigations should be adapted to specific use cases and threat profiles. [1], [2]

Al security is a rapidly evolving area of research. As agencies, industry, and academia

discover potential weaknesses in Al technology and techniques to exploit them,
organizations will need to update their Al systems to address the changing risks, in
addition to applying traditional IT best practices to Al systems.

This report was authored by the U.S. National Security Agency’s Artificial Intelligence
Security Center (AISC), the Cybersecurity and Infrastructure Security Agency (CISA),
the Federal Bureau of Investigation (FBI), the Australian Signals Directorate’s Australian
Cyber Security Centre (ACSC), the Canadian Centre for Cyber Security (CCCS), the
New Zealand National Cyber Security Centre (NCSC-NZ), and the United Kingdom’s
National Cyber Security Centre (NCSC-UK). The goals of the AISC and the report are
to:
. Improve the confidentiality, integrity, and availability of Al systems;
. Assure that known cybersecurity vulnerabilities in Al systems are appropriately
mitigated; and
. Provide methodologies and controls to protect, detect, and respond to malicious
activity against Al systems and related data and services.

This document is marked TLP:CLEAR. Recipients may share this information without restriction. Information is
subject to standard copyright rules. For more on the Traffic Light Protocol, see cisa.gov/tlp/.
TLP:CLEAR

U/00/143395-24 | PP-24-1538 | April 2024 Ver. 1.0

Secure the deployment environment

Continuously protect the AI system

Securely operate and maintain the AI system



Threat actors are experts at finding malicious applications for
technology advances, and ChatGPT 1s no exception. They
discovered that despite 1ts safeguards, they could easily use
the tool to write malicious emails for phishing campaigns. Prior
to this, many phishing emails contained obvious red flags: poor
grammar, abnormal word choice, typos, and other deviations that
raised questions. This fortunate last line of defense has
disappeared as threat actors use generative Al to draft phishing
lures that are formally perfect and often personalized. These
engines typically feature a natural speech-to-code function,

which can be used to build malicious files to deploy.

Generative Al lowers the barrier to entry across the entire
attack life cycle. The generative Al boom may be having an
impact already: Our research shows that email-delivered attacks
have spiked in 2023, representing 86% of all file-based attacks
we recorded. Other types of Al also amplify threat actors’
capacity by automating attacks, finding vulnerabilities,
managing botnets, and more. They use artificial intelligence as

a force multiplier.
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Open Source Security
(OpenSSF) and OpendS
Foundations Issue Alert for
Social Engineering Takeovers of
Open Source Projects

XZ Utils cyberattack likely not an isolated incident
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Impact Projects

( Appium Electron
Appium is an open-source, Node.js server used for Electron is a framework to build cross platform
automating native, mobile web, and hybrid... desktop apps with JavaScript, HTML, and CSS.

Learn more Download Contribute Learn more Download Contribute

‘ \ jQuery Node.js
jQuery is a fast, small, and feature-rich JavaScript Node.|js® is a JavaScript runtime built on Chrome’s V8
library. It makes things like HTML document traversal... JavaScript engine.

Learn more Download Contribute Learn more Download Contribute

webpack

.‘ webpack is a bundler for modules and is primarily used
to bundle JavaScript files for usage in a browser. It is...

Learn more Download Contribute
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Inventory Statistics Usage ApiVector Login

Library Families  Actors

Click here to download all references as Bib-File. * N\ 1 2 3 »

Enter keywords to filter the library entries below or Propose new Entry

2024-04-12 - Volexity - Volexity Threat Research O 4
Al Zero-Day Exploitation of Unauthenticated Remote Code Execution Vulnerability in GlobalProtect (CVE-2024-3400)

3% UPSTYLE

2024-04-12 - Palo Alto Networks Unit 42 - Unit 42 Oy 4
BB Threat Brief: Operation MidnightEclipse, Post-Exploitation Activity Related to CVE-2024-3400
¥ UPSTYLE

2024-04-11 - Twitter (@embee_research) - Embee_research Ol 4
BB Tracking Malicious Infrastructure With DNS Records - Vultur Banking Trojan

¥ Vultur

2024-04-11 - Github (jeFFOFalltrades) - Jeff Archer O 4

A Rat King Configuration Parser
¥ AsyncRAT % DCRat % Quasar RAT ¥ Venom RAT

2024-04-10 - IWcommunityFR O 4
Al Leak of Epsilon Stealer's source code
¥ Epsilon Stealer

2024-04-10 - 2024-04-10 - Antonio Pirozzi, Sarthak Misraa O 4
Al XZ Utils Backdoor | Threat Actor Planned to Inject Further Vulnerabilities

3k xzbot

2024-04-10 - Offset Blog - Daniel Bunce O 4
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Enter keywords to filter the families below

= 2 3

0S Common Name Last Updated Status

1 w Vultur 2024-04-15
2 Epsilon Stealer 2024-04-15 W =
3 Nova Stealer 2024-04-11 W B9
4 Zloader 2024-02-16 =
5 Amadey 2024-02-05 W =
6 O xzbot 2024-04-15 —
1 Vidar 2024-04-15 W B
8 AsyncRAT 2024-04-15 2]
9 ii Quasar RAT 2024-04-15 =]
10 DCRat 2024-04-15 =]

11 Venom RAT 2024-04-15
12 SystemBC 2024-01-22 0=
13 RedLine Stealer 2024-04-15 2]
14 & LaZagne 2024-04-15 2]
15 i Drokbk 2024-04-15 W B
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The following table provides a mapping of the actor groups tracked by the MISP Galaxy Project, augmented with the families covered in Malpedia.

Enter keywords to filter the actors below

Common Name Coverage
1 & @ Lazarus Group % 129
2 mm @ Cleaver ¥ 36
3 © @ APT1 ¥k 35
4 = @ Turla ¥ 33
5 ™ O APT28 ¥ 32
6 = @ UNC2452 ¥ 30
1 © CHRYSENE ¥k 28
8 © © APT41 X% 27
9 =w @ O0ilRig ¥ 27
10 ™ @ APT29 ¥k 24
11 = @ APT40 ¥ 20
12 o @ Silent Chollima ¥% 20
13 x @ APT32 ¥ 18
14 o @ APT37 ¥ 15

15 O FIN11 ¥ 15
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censys

Join Censys for a Thrunting Workshop &
H q p py H 0 u r ! https://go.censys.com/threat-hunting-workshop—-philadelphia-2024.html

April 17,2024 | City Winery | Philadelphia

Lunch |12 - 1:30 p.m.
Thrunting Workshop | 1:30 - 4:30 p.m. (see below for ‘who should attend’)
Happy Hour to follow | 4:30 p.m. (everyone welcome!)
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CVE-2024-3272 & CVE-
2024-3273: D-Link NAS
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Sisense: A Look at
Industry and
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NetNoiseCon: Amplifying the

https://www.greynoise.io/blog/netnoisecon-amplifying-the-future-of-infosec

GReEYNOISE

Future of InfoSec N

Sam Houston

\ JES 4

April 2, 2024
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VULNERABILITIES LABS

CVE-2024-3400: Command

Injection Vulnerability in

Palo Alto Networks PAN- £.ER0
OS

The GreyNoise Labs Team April 15, 2024

® ¥ in

[

l_—llj% .

_Jélﬂ I

i il

l'__'_lj .-.

:
.

DAY

1

1l

=

) 7~
Palo Alto Networks PAN-0S @;?

CVE-2024-3400

https://www.greynoise.io/blog/cve-2024-3400-command-injection-vulnerability-palo-alto—-networks—pan-os

https://viz.greynoise.io/tags/palo—-alto-pan-os-cve-2024-3400-rce—-attempt?days=30
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Daily Active Tags vs. Daily Unique IPs
Yesterday is encircled; Side and bottom dots are marginal dot/distributions (similar to histograms). Please note that the IP counts in this view will not match the daily

active IPs in GreyNoise. Those counts include untagged IPs. This view only shows tagged IPs.
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https://www.cisa.gov/known—-exploited-vulnerabilities—-catalog




